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Outline 
·Part I: Introduction  

·Overview of machine learning and AI 

·Introduction to neural network and deep learning (DL)  

·0ÁÒÔ ))ȡ #ÁÓÅ ÓÔÕÄÙ Ж 2ÅÃÏÇÎÉÔÉÏÎ ÏÆ ÈÁÎÄ×ÒÉÔÔÅÎ ÄÉÇÉÔÓ 

·Write our own DL code 

·Use a DL library 
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Part I 
 

Introduction to 
AI, Machine learning, and neural 

network 



Overview 
·What is AI? 

·What/how can a machine learn? 

·Machine learning methods with focus on deep 
learning 

·Caveats and pitfalls of machine learning 



Artificial Intelligence (AI) 
·What is AI 

·Def 1: Computer systems able to perform tasks that 
normally require human intelligence. 

·Def 2: intelligent machines that work and react like 
humans 

·$ÅÆ έ ȣ ȡ ÍÏÒÅ ÏÎ ÔÈÅ ÉÎÔÅÒÎÅÔȣ 



Artificial Intelligence (AI) 
·Are these in the domain of AI? 

·Computing 

·Database 

·Logical operations 

·ȣ 



Artificial Intelligence (AI) 
Intelligent robot made by Boston Dynamics 

https:// youtu.be/rVlhMGQgDkY  

 

AI system (my definition)  

·Is able to perform an intelligent task by learning from 
examples 

·7Å ÈÕÍÁÎÓ ÄÏÎȭÔ ËÎÏ× ÔÈÅ ÅØÐÌÉÃÉÔ ÒÕÌÅÓȾÉÎÓÔÒÕÃÔÉÏÎÓ 
to perform the task 

 

https://youtu.be/rVlhMGQgDkY
https://youtu.be/rVlhMGQgDkY


Artificial Intelligence (AI) 
 

Speech Recognition 

Visual Perception 

Natural language understanding 

Machine Learning Knowledge representation 

Robotics 

Expert Systems 



Artificial Intelligence (AI) 
·History of AI  

·Brain vs computer 

Å Memory 
Å Information  processing 

(Computing vs thinking)  
Å Sensing 

(camera and microphone vs 
eyes and ears) 

Å Responding 

Logic gates  
Bio-chemical 
operations 

??? 



Artificial Intelligence (AI) 
·What are minds? 

·What is thinking?  

·To what extent can computers have intelligence? 

Strong AI vs weak AI 

 



Artificial Intelligence (AI) 
·#ÏÍÐÕÔÅÒÓ ÄÏÎȭÔ ÁÎÄ ×ÏÎȭÔ have  

·Passion, feeling, ÃÏÎÓÃÉÏÕÓÎÅÓÓȣ 

·Inherent common sense 

·Motivation  

·Computers can be trained to do particular tasks (as 
good as humans or even better) 

·ȰThinking is computingȱ 



How does Machine Learning work 
·What is learned by computer? 

A parameterized model used to perform a particular task. 

Task: to predict diabetes based on sugar intake x and 
hours of exercise y per day.  

y<b 

x>a 

x, y 

no 

no 
yes 

yes 

ND 

D 

ND 

Input:  x, y 
Output: either D (Diabetes)  
               or       ND (not Diabetes) 
Parameters: a, b 



Machine Learning 
·How does a computer learn? 

Learns from (many) samples 

x 

y 

ND 
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Machine Learning 
·Learning becomes an optimization problem: 

Determine parameters (a, b) so that a pre-defined cost 
function (e.g., misclassification error) is minimized. 

·Training or learning is usually an iterative process 
where parameters are gradually changed to make the 
cost function smaller and smaller. 



Machine Learning 
·Basic ÃÏÎÃÅÐÔÓ ɉÃÏÎÔȭÄɊ 

·Feature space  

·Decision boundary 
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ND 
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Two categories of learning 
·Supervised learning  

Learn from annotated samples 

 

 

 

 

 

 

 

 

·Unsupervised learning 

Learn from samples without annotation 

Faces 

Non-faces 



Machine learning methods 
·Deep learning 

·Boosting  

·Support Vector Machine (SVM) 

·Naïve Bayes 

·Decision tree 

·Linear or logistic regression 

·K-nearest neighbours (KNN) 



Sample data 
·Basic concepts 

·Sample 

· Sample is defined as a vector of attributes (or features), each 
of which can be  

·Numerical 

·Categorical 

·Ordered 

·No order 

·Binary or Boolean 

·Label can be 

· Categorical (most often, binary) --- classification 

· Numerical --- regression 



Sample 
·Example of data sample 

 
Name Occupa

tion  
Smoking  Sugar 

intake  
Hours of 
exercise  

�å Glucose 
level  

Diabetes  

Peter Driver  Yes 100.0 5.5 ȣ 80 No 

Nancy Teacher No 50.0 3 ȣ 120 Yes 

ȣ ȣ ȣ ȣ ȣ ȣ ȣ ȣ 

Feature vector Annotation  


