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Running machine learning example (MNIST) 
on multi-cores/nodes in Graham



GENERAL INTEREST SEMINAR

ü Demonstrate how to setup and run python code using GPU on Graham

ü Introduce how to write a job submission script for PyTorch framework

ü Introduce several approaches in using multiple GPUs + multiple nodes 

ü Show how to use Tensorboard for PyTorch

Objectives
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Deep Neural Network (DNN)

http://cs231n.github.io/neural-networks-1/

Example of a 3-layer Deep Neural Network (DNN)

“A family of parametric, non-linear and hierarchical representation learning functions, 
which are massively optimized with stochastic gradient descent to encode domain knowledge, 
i.e. domain invariances, stationarity.” -- Efstratios Gavves



GENERAL INTEREST SEMINARClassification problem: MNIST

28

28

Handwritten data
60K train set and 10K test set
Each image has a size of 28x28 (=784) 
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Parallelism

Model parallelism

Use the same data for every 
process but split the model
among processes

Data parallelism

Use the same model for every 
process but feed it with split data
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• Rapidly growing in research community 
developed by Facebook

• A Python adaptation of Torch
• Caffe2 has been merged to PyTorch
• Define-by-Run type for neural networks
• Ease of expression and use
• https://github.com/pytorch/pytorch
• Version 1.10 is available in Graham

• The most widely used framework open-
sourced by Google

• Runs on almost all architectures 
(CPU/GPU/TPU/etc)

• Define-and-Run type for neural networks
• Version 2.0+ has Define-by-Run component 

(Eager execution)
• https://github.com/tensorflow/tensorflow
• Version 2.4.1 is available in Graham

https://github.com/pytorch/pytorch
https://github.com/tensorflow/tensorflow
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GPU resources in Compute Canada

# of nodes GPU type Note

Graham 160 P100 Pascal --gres=gpu:1
7 V100 Volta CPU/GPU ≤ 3.5

--gres=gpu:v100:1
36 T4 Turing (DL target) CPU/GPU ≤ 3.5

--gres=gpu:t4:2
Cedar 146 P100 Pascal --gres=gpu:1
Beluga 172 V100 Volta CPU/GPU ≤ 3.5

--gres=gpu:v100:1
Niagara None

Narval 158 A100 (40G) In testing
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Which GPUs?

https://www.microway.com/hpc-tech-tips/nvidia-turing-tesla-t4-
hpc-performance-benchmarks/tesla_comparison_t4-p100-v100/

P100 V100 T4

Availability Best Good Better

Double Pre. 5.3 TF 7.8 TF N/A

Single Pre. 10.6 TF 15.7 TF 8.1 TF

Tensor core N/A 620 320

Available GPUs in Graham
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1. Modules
2. Virtual environment
3. Available wheels
4. Installing PyTorch

Setting up for PyTorch
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A little peek in the code
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Running interactively
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Running in scheduler (SLURM)
Single GPU in Single Node Multi-GPUs in Single Node

Note: CPU to GPU ratio recommended to have less than 3.5
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PyTorch + DDP

Distributed Data Parallel (DDP)

Multiple GPUs in Multi-nodes
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PyTorch + DDP
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PyTorch + PyTorch Lighting

PyTorch Lightning

Multiple GPUs in Multi-nodes
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PyTorch + PyTorch Lightning
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PyTorch + HOROVOD

Horovod

Multiple GPUs in Multi-nodes
Note: You need to install horovod in your virtual environment
‘pip install –no-index horovod’ 
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HOROVOD Distributed deep learning training framework

Installation

Environment
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PyTorch + HOROVOD
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Tensorboard + PyTorch
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Test code



Isaac@sharcnet.ca

Thanks!

Q & A


