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HPC

High Performance Computing

ARC

Advanced Research Computing

[ We'll use these terms interchangeably J

INDEX

What is Research Data Management?

Established scholarly outputs

Data
Metadata
Code
Scripts
& more...

https://www.fyimusicnews.ca/articles/2021/09/19/metadata-solution-without-universal-protocol
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Planning
Doecumen

File sizes

Number of files
Computing power needed
Cost

DOComcnh

Backups

Provenance & Licensing
Access

Ethics...
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Challenges of Research Data Management for High
Performance Computing

Schembera, Bjérn ; Bénisch, Thomas

Research and Advanced Technology for Digital Libraries,
2017, p.140-151

Big
Data

Compute
Ontario

INDEX
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Compute
Ontario

Cl of Research Data for High Performance C
Schembera, Bjorn ; Bonisch, Thomas
Sources and Advanced T

for Digital Libraries, 2017, p.140-151
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Data

RDM

Data types & Formats
Privacy & Openness

Q)
C°’"Fg‘r‘:°"° LLLJ c of Research Data r High Performance C
SOUrCeS SChembera BJO:}” BOﬂdS_(IEh :holmgaysf r Digital Libraries, 2017, p.140-151 INDEX
12
. . . . «
Like a rainbow in the ?ark. The deluge of dark
metadata annotation for d .
L ata is about to
HPC applications in the age s
of dark data happen.
Schembera. (2021). The Journal of Supercomputing, 77(8), 8946—
8966. https://doi.org/10.1007/511227-020-03602-6
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“Lacking data DARK DATA
management capabilities,
.. and missing data ARE CAUSED
documentation constitute BY MISSING
METADATA

a major source of dark
data.”

Schembera. (2021). Like a rainbow in the dark: metadata annotation for HPC applications in
the age of dark data. The Journal of Supercomputing, 77(8), 8946-8966.
https://doi.org/10.1007/511227-020-03602-6
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The Need

General RDM Best

CIHR Lllf.“";“‘lﬁ"g-]\/SSHRC B Practices & Advice

%ﬁé%anﬁgéﬁ%ﬁﬁ?es

dournals Researchers

RDM
Librarians/
Specialists

ARC-specific RDM Best
Practices & Advice

Maintaining Awareness

ARC

of Evolving RC
ARC & RDM Specialists o . .
Technologies & Identlfyllnlg & addressing gaps in
Capacities our ability to make data FAIR:
Findable, Accessible,

CS‘ Interoperable, & Reusable
Ontario
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Research Data Life Cycle

PLAN CREATE PROCESS ANALYZE  DISSEMINATE PRESERVE REUSE

INDEX

21
S NSERC
CIHR IRSC casne SSHRC=CRSH
PLAN
https://www.earthjuice.com/support-materials/resources/how-to-optimize-plant-growth-at-every-stage
22
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PLAN

‘ﬂ

Digital Research Alliance de recherche
Alliance of Canada numérique du Canada

( ASSISTANT )

https://www.earthjuice.com/support-materials/resources/how-to-optimize-plant-growth-at-every-stage

23

PLAN

Data Collection (0 / 3) « bt
e
Documentation and Metadata (0 / 3) POV eYrS

Storage and Backup (0 / 3)

Preservation (0 / 2)

Sharing and Reuse (0 / 3)

ASSISTANT

Responsibilities and Resources (0 / 3)

Ethics and Legal Compliance (0 / 3)

https://www.earthiuice.com/support-materiaIs/resources/how-to-optimize-plant-growth-at»every-stﬂe

INDEX
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PLAN

Data Management Plans (or DMPs)

Data Description and Metadata, describing data

provenance metadata schema used, and how, when

and where the data are produced. This is of
importance for HPC: For example, the data has to
treated differently if it resides on a parallel scratch
filesystem than if it resides on tape.

Data Transfer: How data are to be managed during

all phases of the HPC workflow. The DMP has to

define what tools are used in each step to transfer

data back and forth and keep track of the data.

Organizational Topics: Specify responsibilities,

address legal issues, define Access rights (who will

be able to access the data, and when), and costs
associated with data management.

Challenges of Research

Data Collection (0 / 3)

Documentation and Metadata (0 / 3)

be
Storage and Backup (0 / 3)

Preservation (0 / 2)
Sharing and Reuse (0 / 3)
Responsibilities and Resources (0 / 3)

Ethics and Legal Compliance (0 / 3)

Data Management for High

Performance Computin

g

Schembera, Bjorn ; Bonisch, Thomas; Research and

Advanced Technology for Digital Libraries, 2017, p.140-151

https://www.earthjuice.com/support-materials/resources/how-to-optimize-plant-growth-at-every-stage INDEX
25
Digital Research Alliance de recherche
Alliance of Canada numérique du Canada
DMP Templates
" » HPC/ARC-specific
i 5 = = DMP Template
« Data Management Plan Template: Arts-Based Research®
* Data Management Plan Template: CRDCN: Accessing Data from Research Data Centres®
¢ Data Management Plan Template: CRDCN: Research Data Centres and External Anatyis“"
PLAN » Data Management Plan Template: History and the Humanities®
» Data Management Plan Template: Interdisciplinary Health Software/Technology Development &
« Data Management Plan Template: Mixed Methods (Surveys & Qualitative Research) %
¢ Data Management Plan Template: Neuroimaging_in the Neurosciences®
« Data Management Plan Template: Open Science Workflows®
+ Data Management Plan Template: Qualitative Health Sciences Research®
» Data Management Plan Template: Studying Molecular Interactions®
» Data Management Plan Template: Systematic Reviews®
» Data Management Plan Template: Water Quality Research
https://alliancecan.ca/en/services/research-data-management/learning-and-training/training-resources
26
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PLAN

DMP Exemplars

Digital Humanities

Data Management Plan for Belgians and French in the Prairies®

+ Data Management Plan: Soundscape SrL.l_c_:iyz

Data Management Plan for Women's Print History Project (1750—1830]'3"

Digital Humanities and Secondary Data

+ Data Management Plan for Historical Canadian Census Data®

Mixed Methods

+ Data Management Plan for Mixed Methods Fictional Exemplar

HPC/ARC-specific
DMP Exemplar

Natural Sciences

* Data Management Plan for Ecohydrology Research Group®

2

ata Managen PL L Hity | - ) 3. (HPC)

Social Sciences

+ Data Management Plan for People, Places, Policies and Prospects: Affordable Rental Housing for Those in

Greatest Need &
¢ Data Management Plan for Usage of Academic Profile Websites®

https://alliancecan.ca/en/services/research-data-management/learning-and-training/training-resources

27
Research Data Life Cycle
CREATE, OBTAIN, COLLECT, or DERIVE...
CREATE '
PROCESS ANALYZE DISSEMINATE PRESERVE REUSE
28 INDEX
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Research Data Life Cycle

For instance, data from autonomous car
cameras filming at 30 fps & others at 16 fps.
Data must be distilled and standardized
before analysis.

PROCESS

CREATE ANALYZE  DISSEMINATE PRESERVE

REUSE

INDEX

29

Research Data Life Cycle

CREATE PROCESS DISSEMINATE PRESERVE

REUSE

INDEX

30
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Research Data Life Cycle

@
Active Storage _Z"

Conducting Research

CREATE PROCESS ANALYZE

PLAN

DISSEMINATE

PRESERVE REUSE

INDEX

31

vk

b
CIHR 1RS¢

Research Data Life Cycle

Repository Storage .

iy
re3data.org

REGISTRY OF RESEARCH DATA REPOSITORIES

SSHRC=CRSH

*e ®
@\

. ool .
+3 e} ‘ Discovery & Access
*Pe ® a
e ¥34¢ non % Y
‘ "‘\mC B a-¥ - ‘fﬁf‘
. oot DISSEMINATE
borealis ez .
lunaris
@ @ = @

PLAN CREATE PROCESS ANALYZE

PRESERVE

REUSE

INDEX

32
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Research Data Life Cycle

Preservation Storage

Archiving Data for the
Long Term

PRESERVE

PLAN CREATE PROCESS ANALYZE DISSEMINATE REUSE
INDEX
33
Research Data Life Cycle
, s
FRDR :{:;: DFDR
qi?.“ab" Federated : s 9. épot fédéré de
@ oo} ol '
L NS .
s’ « borealis rusm-
lunaris
Q OTHER REPOSITORIES REUSE
PLAN CREATE PROCESS ANALYZE DISSEMINATE PRESERVE
INDEX
34
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Reta Sichipat 6 diftiiGyala

Active

PLAN CREATE PROCESS

\
® f»

\
5@

ANALYZE DISSEMINATE PRESERVE REUSE

INDEX

35
Data Storage Continuum
‘Normal’
Computing
PLAN CREATE PROCESS ANALYZE ~ DISSEMINATE ~ PRESERVE /  REUSE
INDEX
36
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Data Storage Continuum

‘Normal’ D @ DS

Computing ____é_ I%I‘)
2000

PLAN CREATE PROCESS ANALYZE / DISSEMINATE PRESERVE REUSE

INDEX
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Data Storage Continuum
re3data.org
REGISTRY OF RESEARCH DATA REPOSITORIES
PO
FRDR g§§; DFDR
Federated Res + @ * 1 fédéré de
a borealis rgpezssmsme
‘Normal’ @
Computing D e
PLAN CREATE PROCESS ANALYZE DISSEMINATE PRESERVE REUSE
INDEX
38
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‘Normal’
Computing

Data Storage Continuum

Ontario Library
Research Cloud

@ re3data m
P

FRDR {!.. DFDR

& o borealis rormsm—

PLAN CREATE PROCESS ANALYZE DISSEMINATE PRESERVE REUSE
INDEX
39
Data Storage Continuum
‘Normal’ @ re2data.y OntarioLibrary
A o — Research Cloud
Computing D = r’@() FROR 1. DFODR .
& o borealis e u
Y |
CREATE PROCESS ANALYZE DISSEMINATE PRESERVE REUSE
INDEX
40

2023-01-25

18



Data Storage Continuum

High
Performance
Computing

‘Normal’ @
Computing D (’@() FroR if: DFOR

re3 datamg Ontario Library
e ——— Research Cloud

o borealis s u

a B
PLAN CREATE PROCESS ANALYZE  DISSEMINATE PRESERVE REUSE
INDEX
41
Data Storage Continuum
High /v
Performance dii/
Computing /home /scratch /project /tmp
‘Normal’ re2datao Ontario Library
C ting D ()a e —"— Research Cloud
ompu FRDR il;. DFDR
- = O
& o borealis ez
CREATE PROCESS ANALYZE / DISSEMINATE PRESERVE REUSE
INDEX
42
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Data Storage Continuum

I‘e3d ata.org

REGISTRY OF i SHR(NDHA (POSITORIES

_FRDR Jo : DFDR

Performance N = \Q e boreallsmmummm
computing Lo dépot Dalaverse canacien

/home /scratch /pro;ect /tmp
‘Normal’ @ re3dataes Ontario Library
A e —"— Research Cloud
Computing I FRDR ii:. DFDR

PLAN CREATE PROCESS ANALYZE \ DISSEMINATE PRESERVE

REUSE

INDEX
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Data Storage Continuum
\ ’
High /0 B re3datey
Performance N | g / FRDR if;i DFDR S—émet
Computin e e
P & /home /scratch /project /tmp o MOFStHA e
‘Normal’ @ re3dataor Ontario Library
Research Cloud
Computing D — P FROR il DFDR
= g -
PLAN CREATE PROCESS ANALYZE DISSEMINATE PRESERVE REUSE
INDEX
44
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Data Storage Continuum

\
. 2dataer
High 0 Bu. re3datas B
Performance N | / FROR i DFDR ng et
Computin ter R
P & /home /scratch /project /tmp o RO
‘Normal’ @ re3dataog otariobrary
Computing e FroR if: DFOR
= & . O
& o borealis rormsm—
- -
@ @ 5
PLAN CREATE PROCESS ANALYZE DISSEMINATE PRESERVE REUSE

INDEX
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Let’szoominon HPC Storage Types
( — \
. ' 3data
High /v rejdatacy B
Performance d\ii/ | FROR 11} DFDR ng et
Computing /home /scratch /project /tmp @ borealis s
Normal ] = re3dataey oo
Computing e FroR if: DFOR
- = O
& o borealis e
PLAN CREATE PROCESS ANALYZE DISSEMINATE PRESERVE REUSE
INDEX
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/° HPC Storage Types

Personal storage space. Small quota. Slower read/write performance.

L *
Good for source code, small parameter files and job submission scripts.

/home
\
Short-term storage suited to intensive read/write operations on large files (> 100 MB per file).
Not backed up and periodically purged. Good for checkpoint files, output from jobs, and other
data that can easily be recreated.
Iscratch

Larger storage quota in PI's name. Good for sharing. Suited for large, fairly static datasets
or material costly or difficult to be reacquired or re-generated.

Iproject
/ Temporary, fast, local storage used while a job is running. Deleted when job ends.

/tmp

47

2023-01-25

HPC Storage Types

Nearlme Stqrage

http://www.tape-storage.net/en/

50
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HPC Storage Types

SFU Waterloo McGill Uof T
CEDAR Graham Béluga & || Niagara

Narval
location
—
Home Space Home Space Home Space SHOME
! .
Scratch Space 2| Scratch Space | Scratch Space

Project Space

Popasone | | oase | s || Al systems have very similar
Nearline [ | Nearline I Nearline

e ool | | e baseline storage spaces
‘ $PROJECT

SARCHIVE

A NET" $BBUFFER
Q) CSGiNet

Compute
Ontario

https://docs.alliancecan.ca/wiki/Storage_and_file_management
Storage 2020: A Vision for the Future of HPC Storage. 2017-10-20. https://escholarshipAorg/uc/item/744479<le

51

Storage Space Characteristics

PERFORMANCE CAPACITY
& &
COST per TB DURABILITY

/home Iscratch Iproject nearline

e
Compute
Ontario

Storage 2020: A Vision for the Future of HPC Storage. 2017-10-20. https://escholarship.org/uc/item/744479dp INDEX

52
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53

Managing Your Data | 1. shortbut descriptive
DOCUMENT  gucec

THE HECK OUT te> <other-info>

ingNotes)

Name files properly OF YOUR | .
. . RESEARCH
Organize folders effectively v g o)
Describe datasets appropriately METADATA
Choose the right metadata standard CODE
SCRIPTS
And do it well SOFTWARE USED
& DEPENDENCIES,
as well as
REUSE DATASET
VERSIONING

George Parker, UBC: https://osf.io/gsfc6

54
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/9 Managing Your Data
N

/home

Iscratch

INDEX

60

Managing Your Data

/home

Iscratch

[raw
0 S lintermediate
Iproject Ifi n al

/tmp

INDEX

61
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/home

Iscratch

Iproject

/tmp

Managing Your Data

—

raw

Original unprocessed research data collected or
obtained...

lintermediate

Processed, normalized, transformed, and/or linked
data analyzed and used to conduct research

[final
Cleaned, documented, ready-to-deposit data ultimately
used to arrive at research results and conclusions

INDEX

62

/home

Iscratch

Iproject

/tmp

Managing Your Data

Iraw

lintermediate

[final

INDEX

63
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Managing Your Data

Michael & Jeff 2023-01-09 11:11 AM {2 ) -
y [ M i H o
o N \ AR
H
-
=
S
64
Managing Your Data
Computing
Needs
65
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Managing Your Data

Large

Computing Medium

Needs

Small

66

Managing Your Data

Large

Computing Medium

Needs

Small

small Medium Large

Size of Data

67

2023-01-25
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Large

Computing .
Needs Medium

Managing Your Data

v

Small
Small Medium Large
Size of Data
68
Managing Your Data
Large @ ' Q{))

Computing .
Needs Medium

Small

v

v
v

Small

Medium Large

Size of Data

INDEX

69
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Managing Your Data

Large| o/ | o/

Computing .
Needs Medium

Small

SISIS
%f

small  Medium [arge

Size of Data

INDEX

70

Managing Your Data

] B

Computing - . J The ‘long-tail’ of

——
Needs research data... D
Small J e

small  Medium Large

Size of Data

INDEX

71
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The ‘Long-tail’ of Research Data...

2023-01-25

A
w
iy
D
v
6 . . 3 .
- While the vast majority of datasets live here,
© some do require HPC...
L
o
o 1
o
[
>
Number of data sets
72

Managing Your Data

Large

Computing Medium

Needs
Monte-Carlo ~
simulations: k()
Small - small datasets

- long run times
smal  Medium Large Zo: t generate lots of
ata

Size of Data

73
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Large

Computing .
Needs Medium

Managing Your Data

Machine-learning & Al

Genomic Sequencing

Small
small  Medium Large Big
Data
Size of Data
74
Managing Your Data
And we generally don’t
see use cases where
Large very large data are

Computing .
Needs Medium

Small

X

small  Medium Large

Size of Data

processed on a laptop.

INDEX

75
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Large

Computing Medium

Managing Your Data

[raw
/lintermediate

Needs
[final

Small

Small Medium Large
Size of Data
76

Managing Your Data

Large

Computing Medium

Needs

Small

Small Medium Large

Size of Data

77

2023-01-25

33



Large

Computing .
Needs Medium

Managing Your Data

(4
2 o
Small \‘\0&0‘(\‘ (\0\0
N eo"?\
small  Medium Large °~ <%
Size of Data
78
Managing Your Data
Large
Computing .
Needs Medium
(4
NS
Small \‘\0&\‘6“ (\0\0
N\
HPC 6‘«»\\ eo"?
small  Medium Large °~ <%
Size of Data STORAGE

79
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Managing Your Data

Large

Computing Medium

Needs
(4
,\9& o
Small 6\“‘(\ 0\0
R A\
H PC &’b\\ Qo“

Small Medium Large

Size of Data STO RAG E

80

Managing Your Data
Iraw

Original unprocessed
research data collected or

Metadata

lintermediate Describing the
Processed, normalized, WhO, What, When, wher (S Why, how

transformed, and/or linked
data analyzed and used to Of YOUT researCh

conduct research

/home

Iscratch

Iproject .
[final
Cleaned, documented,
ready-to-deposit data
ultimately used to arrive at
/tmp research results and
conclusions

81
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Managing Your Data

Zhang, Qian. (2021). Data Management Plan
Template: Advanced Research Computing. Zenodo.
https://doi.org/10.5281/zenod0.4573539

J—
Iraw Metadata
h Original unprocessed . . )
ome research data collected or Typically includes:
obtained * High-level |nforn?at'|on about the study
« Data-level descriptions
» Other contextual information in support of reuse:
* research methodology
/intermediate « Variable definitions
scratch Processed, normalized, * Vocabularies
transformed, and/or linked * classification systems
data analyzed and used to * Units of measurement
conduct research * Assumptions made
» File formats and types
Iproject . » Data capture and collection methods
[final + Provenance of data sources
Cleaned, documented, * Analysis performed (including syntax files)
ready-to-deposit data » Associated scripts
ultimately used to arrive at » Annotation of relevant software
/tmp research results and
conclusions

2023-01-25

82
Metadata .
Readme Files
Data Dictionary / Codebook
Metadata Standards
Comﬁe
o https://data.research.cornell.edu/content/readme
84
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Metadata

Readme Files
Data Dictionary / Codebook
Metadata Standards

https://data.research.cornell.edu/content/readme | -,

85

Readme Files

General information

Data & File Overview

Sharing & access information
Methodological information
Data-specific information

QL?EJ-'] Cornell University

Guide to writing
'readme” style
metadata

https://data.research.cornell.edu/content/readme | -,

86
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Readme Files

General information

Data & File Overview

Sharing & access information
Methodological information
Data-specific information

e
Compute
Ontario

Dataset title

Contact Information (name, institution, address, email)
Date of data collection (single date or range)
Geographic location of data collection

Short description of what each file contains
Date file was created

Licenses or restrictions placed on the data

Method of data collection or generation
Method(s) used for data processing
raw data > processed (intermediate) data

Variable list, names and definitions of column headings
Units of measurement
Definitions for codes or symbols used to record missing data

https://data.research.cornell.edu/content/readme | -,

87

Readme Files

General information

Data & File Overview

Sharing & access information
Methodological information
Data-specific information

e
Compute
Ontario

“Poor man’s metadata”
May lack necessary parts &
doesn’t work that well...

R A -

https://data.research.cornell.edu/content/readme

INDEX

88
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Metadata
Data Dictionary / Codebook
o https://data.research.cornell.edu/content/readme
96

Data Dictionary
Acceptable
. values /
Variable Variable Label | Data type Character Missing Required? Accepts null
Name length value?
values
declaration
For each Characior |
aracter
data table Numeric
___________ For data
Short and Description of . validation and
L . Continuous L.
descriptive variable . statistical
Ordinal UrDOSES
Categorical purp
Censored
Q
Compute
Ontario
97
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Codebook

ICPSR
Inter-university Consortium for
Political and Social Research

Current Population Survey:
Annual Demographic File, 1999

United States Department of Commerce

[J ICPSR 2825

[ BIBLIOGRAPHIC CITATION

m DATA COLLECTION DESCRIPTION

[ Table of Contents

[ Abstract

[ Overview

[ Matching of March CPS Files

[] How to Use the Data Dictionary

[ Differences Between the March 1998 and 1999 Files

[ Data Dictionary Index
- [] Data Dictionary Alphabetical Variable Listing
&#- [ Data Dictionary

#-[] Glossary
= [ Appendices

. G\ Burea:.;:;:::ansus
" https://ddialliance.org/learn/markup-examples INDEX
98
Metadata
Readme Files
Data Dictionary / Codebook
Metadata Standards
. Q
- https://data.research.cornell.edu/content/readme | -,
99
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Metadata Standards

Comprehensive, Convertible Documentation

Quality

Reusable tools / architectures

Packaging for preservation

Automation

Harmonization, Comparability, & Linked Data

Enhanced Publication, Replication, Citation
Q

Compute
Ontario

@) HsN

International Household Survey Network

IHSN technical note on
metadata standards

IHSN ical note ol - DRAFT

n
http://www.ihsn.org/sites/default/files/resources/DDI_SDMX_IHSN_DRAFT pdf INDEX

101

Metadata Standards

Comprehensive, Convertible Documentation

Quality

Reusable tools / architectures

Packaging for preservation

Automation

Harmonization, Comparability, & Linked Data

Enhanced Publication, Replication, Citation
Q

Compute
Ontario

Content but chaos
of Readme files

IHSN ical note on - DRAFT
http://w

www.ihsn org/sites/default/files/resources/DDI_SDMX_IHSN_DRAFT.pdf INDEX

103
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Metadata Standards Semi-imposed
organization of
Data Dictionaries
& Codebooks

Comprehensive, Convertible Documentation

Quality

Reusable tools / architectures @) O

Packaging for preservation

Automation O o O
»

Harmonization, Comparability, & Linked Data

Enhanced Publication, Replication, Citation ®
O
Q)
com%l;?crio
104
Metadata Standards Clear structure

& machine-actionability

Comprehensive, Convertible Documentation
Quality

Reusable tools / architectures

Packaging for preservation

Automation

Harmonization, Comparability, & Linked Data

Enhanced Publication, Replication, Citation

e
Compute
Ontario

IHSN ical note on - DRAFT
http://www.ihsn.org/sites/default/files/resources/DDI_SDMX_IHSN_DRAFT.pdf INDEX

105
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Metadata Standards

Comprehensive, Convertible Documentation

Quality

Reusable tools / architectures
Packaging for preservation
Automation

Harmonization, Comparability, & Linked Data
Enhanced Publication, Replication, Citation

e
Compute
Ontario

IHSN ical note on - DRAFT
http://www.ihsn.org/sites/default/files/resources/DDI_SDMX_IHSN DRAFT.pdf INDEX

107

Metadata Standards

Comprehensive, Convertible Documentation

e
Compute
Ontario

Detailed, machine-actionable
documentation easily converted into
other documents or web pages.

IHSN ical note on - DRAFT
http://www.ihsn.org/sites/default/files/resources/DDI_SDMX_IHSN_DRAFT.pdf INDEX

108
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Metadata Standards

Support quality-checking, improved

Quahty discovery, and automation of error-
prone manual processes.
Q
Com%‘l:\?crio
IHSN ical note on - DRAFT
109

Metadata Standards

Reusable tools / architectures

Q
Compute
Ontario

Greatly facilitate reuse and foster
collaborative efforts to enhance &

extend reusability while reducing costs

and maintaining transparency.

IHSN ical note on - DRAFT

110
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Metadata Standards

Packaging for preservation

e
Compute
Ontario

Overcome limitations of

proprietary formats.
IHSN ical note on - DRAFT
http://www.ihsn.org/sites/default/files/resources/DDI_SDMX_IHSN DRAFT.pdf INDEX

2023-01-25

111

Metadata Standards

Enable automation of simple or

Automation repetitive tasks resulting in higher

guality and more timely data.

Q)

Compute

Ontario
IHSN ical note on - DRAFT
http://www.ihsn.org/sites/default/files/resources/DDI_SDMX_IHSN DRAFT.pdf INDEX

112
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Metadata Standards

Harmonization, Comparability, & Linked Data

Standardized metadata facilitate
data linkage & harmonization.

2023-01-25

Qs
Com%‘l:\(l‘crio
IHSN i note on - DRAFT
http://www.ihsn.org/sites/default/files/resources/DDI_SDMX_IHSN DRAFT.pdf INDEX
113
Metadata Standards
Enhanced Publication, Replication, Citation ~ SuPport data validation,
reuse, and attribution
Qs
Com%‘l:\(l‘crio
IHSN i note on - DRAFT
http://www.ihsn.org/sites/default/files/resources/DDI_SDMX_IHSN_DRAFT.pdf INDEX
114
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Metadata Standards

Comprehensive, Convertible Documentation
Quality

Reusable tools / architectures
Packaging for preservation
Automation

Enhanced Publication, Replication, Citation

e
Compute
Ontario

Overcome limitations
of proprietary
formats.

Harmonization, Comparability, & Linked Data

Detailed, machine-actionable
documentation easily converted into
other documents or web pages.

Support quality-checking, improved
discovery, and automation of error-
prone manual processes.

Greatly facilitate reuse and foster
collaborative efforts to enhance &
extend reusability while reducing
costs and maintaining transparency.

Enable automation of simple or
repetitive tasks resulting in higher
quality and more timely data.

Standardized metadata facilitate
data linkage & harmonization.

Support data validation,
reuse, and attribution

IHSN ical note on
http://www.ihsn.org/sites/default/files/resou

- DRAFT

rces/DDI_SDMX_IHSN_DRAFT pdf INDEX
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Metadata Standards

Comprehensive, Convertible Documentation

Quality

Reusable tools / architectures

Packaging for preservation

Automation

Harmonization, Comparability, & Linked Data

Enhanced Publication, Replication, Citation
Q

Compute
Ontario

IHSN

ical note on
http://www.ihsn.org/sites/default/files/

- DRAFT
resources/DDI_SDMX_IHSN_DRAFT .pdf
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Metadata standards facilitate crosswalks

DDI

SQL DataCite

OpenAIRE ¢ - °°/  Dublin Core

OAl ORE lunaris Other ISO

Standards

Open Archives
Initiative Object
Reuse and Exchange

e Schema.org
Ontario
hipy) ; [I‘)DR‘AFE‘- INDEX
117
Digital Research Alliance de recherche
Alliance of Canada numérique du Canada
lunaris
INDEX
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Digital Research Allian ce de eche che
Alliance of Canada numeéri

FRDR 3§ DFDR

Feder. Leﬂ ) fédéré de

harvests

. borealis rgmemsmoes

And a range

metadata of other
disciplinary
&
Open
Data
Portals
k lunaris )
119
Managing Your Data
Name files properly
Organize folders effectively
Describe datasets appropriately
Choose the right metadata standard
Sources George Parker, UBC: https://osf.io/gsfc6 .
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Managing Your Data

Choose the right metadata standard

Sources George Parker, UBC: https://osf.io/gsfc6

INDEX
Findi iat tadata standard
°
Try using Texas Tech MetaRaider
MetaRaider General Metadata Standards Basic Metadata Fields Discipline Metadata Standards Data Specifics & Dataset Metadata Checklist
ipline Specific Metadata Standards
This section is dedicated to the numerous discipline specific metadata standards. While this is not an exhaustiv f standards, it is @ starting point for your research description needs. Should you require additional
help for developing metadata description, please email Matthew McEniry or Shelley Barba for more information.
Agricultural Metadata Element Set (AgMES): AgMES is designed to inciude agriculture specific extensions for terms and refinements from established metadata standards such as Dublin Core and AGLS fo
facilitate resource discovery, interoperability, and data exchange in the agriculture domain. s site is at NP/
Cataloging Cultural Objects: A Guide to Describing Cultural Works and Their Images is a data content standard for describing, documenting, and cataloging cultural works and their visual surrogales. The primary
focus of CCO i art and architectura, including but not imited to paintings, Sculpture, prints, MAnUSCrpts, photographs, bult works, instaliations, and other visual madia. The CCO Commens is
at hitp://cco . vrafoundation.org
Astronomy Visualization Metadata Standard (AVMS): a standard for tagging digital astronomical iImages stored in general formats such as JPEG, GIF. PNG, and TIFF (nol scieniific FITS datasels) Details can be
found at ht ialas ny.org/avim_L
Access to Biological Collection Data (ABCD): A standard for the access to and exchange of data about specimens and observations (a k.a. primary biodiversity data). Its available
tawg org/standards/115
Sources George Parker, UBC: https://osf.io/gsfc6 | -,
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Research Data Alliance Digital Curation Center

Disciplinary Metadata quide

Metadata standards,
profiles, and schemes

¢ Multidisciplinary
s Science
o Atmospheric sciences
= Climatology
= Meteorology

o Biological sciences

= Biochemistry

9
Compute

Ontario

https://rdamsc.bath.ac.uk/

Biology

https://www.dcc.ac.uk/guidance/standards/metadata INDEX

131

Biology

Digital Curation Center

DCC Metadata Standards Catalog

ABCD - Access to Biological Collection Data

A standard for the access to and exchange of primary biodiversity data, including
specimens and observations.

Darwin Core

A body of standards, including a glossary of terms (in other contexts these might be
called properties, elements, fields, columns, attributes, or concepts) intended to
facilitate the sharing of information about biological diversity by providing reference
definitions, examples, and commentaries.

EML - Ecological Metadata Language

Ecological Metadata Language (EML) is a metadata specification particularly developed
for the ecology discipline.

Genome Metadata

@ Descriptive data about single genomes within the Pathosystems Resource Integration

Center.

INDEX
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Research Data Life Cycle

PLAN CREATE PROCESS ANALYZE  DISSEMINATE PRESERVE REUSE

INDEX
135
Typical Research Data Management Workflow
@ PUBLICATION
CREATE @ @
PROCESS ANALYZE DISSEMINATE
EEEEEEEEEEEEENEENEENEENEENR (AR RN NENNNRRNNRNERRRNNNRNQERERRRRRRERRRRNNNRDN] EndOf
Project
Personal
Files
I
Q&
Compute
Ontario Challenges of Research Data 1t for High Performance C ti
Schembera, Bjorn ; Bénisch, Thomas
Research and Advanced Technology for Digital Libraries, 2017, p.140-151
INDEX
136
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Ideal Research Data Management Workflow

PUBLICATION

PROCESS ANALYZE DISSEMINATE

| e
End of

ASSISTANT

«=uxx| Metadata |«===s Metadata }................................ .
l Project
re3data.r v
T R M ENTORES - i 3
FRDR f:: DFDR U e
-4 S derech U lunaris
borealis nemmmmm—
e o U Metadata
Q) Metadata RDM System
Compute & data (RepOSItOI'y) REUSE
Ontario Challenges of Research Data 1t for High Performance Computing
Schembera, Bjorn ; Bénisch, Thomas
Research and Advanced Technology for Digital Libraries, 2017, p.140-151
INDEX
137
4
INDEX
138

53



INDEX

139

iy

Contextual Recap...

Local Storage
Data Generated / Collected / Obtained

Researcher / Lab
University / College

INDEX

140

2023-01-25

54



re3data.or

REGISTRY OF RESEAIICH DATA REPOSITORIES

FRDR ii DFDR

Federated Rese

. boreulls e

Deposit into Repository

Local Storage

A\ Data Generated / Collected / Obtained
w Researcher / Lab

University / College

INDEX

141

re3data.org
REGISTRY OF RESEAIICH DATA REPOSITORIES
_FRDR i? . DFDR

o borealis sz

Metadata Harvested

Deposit into Repository

| w,} lunaris

Discover Canadian
Research Data

i

(U

INDEX
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Persistent Identifiers (PIDs)

Lttt . il £

REGISTRY OF RESEAIICH DATA REPOSITORIES

FRDR ;i DFDR

Federated Rese epot fédéré de

o boreall o omodnSusre st ' lunaris

Metadata Harvested " Discover Canadian

Research Data

Deposit into Repository

Local Storage
Data Generated / Collected / Obtained
Researcher / Lab
University / College

INDEX
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Findable Persistent Identifiers (PIDs)

Accessible

Int bl
re2dataon | Reeme "

REGISTRY OF RESEAIICH DATA REPOSITORIES

¥ I z ana lesearct

5 If | Knowledge Network
Il e
i de documentation
[LH pour la recherche

FRDR 8 DFDR

Federated Rese

0 borealusmms’::ww . lunaris

Metadata Harvested " Discover Canadian

Research Data

Deposit into Repository

Local Storage

Data Generated / Collected / Obtained

Researcher / Lab

University / College

INDEX
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Findable
Accessible

re 3d ata,o,.g Interoperable A . &

Reusable - I I | !|‘ " N
REGISTRY OF RESEARCH DATA REPOSITORIES Discovery -|.|IiI||||||i- e
i & & Reuse : {[») orcio
FRDR {%;: DFDR
1 4

Federated Rese pot fédéré de

| . | Metadata Y o
@ ot oo . tunaris
Discover Canadian
Research Data
Deposit into Repository

L e ) A
Local Storage
Data Generated / Collected / Obtained
Researcher / Lab
University / College

Persistent Identifiers (PIDs)

INDEX
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Discovery
& Reuse

Metadata
Harvested

% Deposit into Repository

/home /scratch /project /tmp

Local Storage

Data Generated / Collected / Obtained

Researcher / Lab
University / College

INDEX
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Discovery
& Reuse
y  Pbs N

Metadata
Harvested

Deposit into Repository

Local Storage

0\ —

| l ;Ei:.: ]l_.'
N = Data Generated / Collected / Obtained
/home /scratch /project /tmp Researcher/ Lab
University / College

147

GAP: Need for policy-based protocols to trigger automated
transfer of data from hot storage to cooler storage, and beyond

—
HPC /ARC & Reuse
HOT WARM [®(0)5pI N optimized for S E—
Nearline
Deposit into Repository

Local Storage

| l ]l_.'
N - Data Generated / Collected / Obtained
/home /scratch /project /tmp Researcher / Lab
University / College
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GAP: Scalability for discovery and reuse

LR

L

Discovery

& Reuse
Metadata
Harvested

Local Storage

Deposit into Reposito
Data
Data Generated / Collected / Obtained
Researcher / Lab

University / College

149

GAP: Scalability for discovery and reuse

- Efficient indexing & searching of
potentially millions of data objects
Volume » Challenges moving data around

Big

Metadata
Harvested
Deposit into Repository

L

Discovery
& Reuse

Local Storage

Data Generated / Collected / Obtained
Researcher / Lab

University / College

150

59



GAP: Need for solutions to handle sensitive data ﬁ

Discovery
& Reuse

Metadata
Harvested

5 SENSITIVE
31 DATA Deposit into Repository

01011111 00
01011 11101101101101100001011100

Personal health information
Intellectual property Local Storage

Dat_a related to endangered species Data Generated / Collected / Obtained
Indigenous data

Researcher / Lab
University / College
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GAP: Need for more HPC-scale, ‘big data’ preservation solutions &
Ontario Library Discovery
Research Cloud & Reuse
‘ &met Metadata
Harvested
Deposit into Repository

Local Storage

Preservati on Data Generated / Collected / Obtained
StO rage Researcher / Lab

University / College
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GAP: Need for easy-to-use metadata authoring tools ﬁ
DDI

Discovery
>t DataCite
Harvested

Authoring

Tools / Other IS0
Of\I]ORE Standards Deposit into Repository
I /ADRDC ‘

Schema.org
FRDR I%ii DFDR Local Storage
Federated Research + @ . Depot ede B
"By 3" donken e cherche Data Generated / Collected / Obtained
. borealis m: e Researcher / Lab

University / College
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GAP: Need to understand & manage data better in the cloud &
Discovery
& Reuse
Metadata
Harvested
Deposit into Repository
1Y . ‘

Local Storage
Data Generated / Collected / Obtained

CLOUD

Researcher / Lab
University / College
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GAP: Need to understand & manage data better in the cloud

@ Commercial Discovery
& & Reuse
o
Google Cloud

Community

Cloud Metadata
Harvested

Digital
chean

Deposit into Repository

Local Storage
Data Generated / Collected / Obtained
Researcher / Lab

155

https://allcode.com/cloud-providers/

University / College
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GAP: Need to understand & address challenges of indigenous
data sovereignty as they relate to ARC and HPC

Discovery
& Reuse
Ownership
Access Harvested
Possession
Deposit into Repository

W’ 13 CARE I?rinciples
m ~ for Indigenous

LY 9YXXY ™ Data Governance

Local Storage

Collective

Data Generated / Collected / Obtained
Researcher / Lab

Authority Responsibility Ethics
Benefit to Control

University / College

2023-01-25

62



2023-01-25

GAP: Need for help writing Data Management Plans ﬁ

Discovery

* More exemplars & templates & Reuse

» Targeted training
Metadata
Harvested

PLAN Deposit into Repository

N\‘\
~——"ANT ) ‘ 1D /| ADC
% Local Storage
Data Generated / Collected / Obtained

Researcher / Lab
University / College
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GAP: Need for more targeted RDM support and training ﬁ

Among other

things, writing, & Reuse
documenting, &

depositing efficient
code for data Harvested

reuse &

Local Storage

RDM
Librarians
/Specialists

Researchers

ARC
Specialists

Data Generated / Collected / Obtained
Researcher / Lab
University / College
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https://www.bleepinacomputér.com/taa/exploit/

159

ChatGPT

What are some of the challenges of managing data on @
high performance computing platforms?

Data transfer and storage: Moving large amounts of data to and from HPC systems can be
time-consuming and costly. Additionally, storing data on HPC systems can be challenging due to
limited storage capacity and the need for high-speed access.

Data management: Managing and organizing large datasets on HPC systems can be difficult, as
traditional file systems may not be well-suited for the high-performance needs of HPC applications.
Data integrity and security: Ensuring the integrity and security of data on HPC systems can be
challenging, as these systems are often shared by multiple users and may be exposed to a higher risk
of data breaches.

Data visualization: Visualizing and analyzing large, complex datasets on HPC systems can be
difficult, as traditional visualization tools may not be able to handle the scale and complexity of the
data.

Scalability: Ensuring that data management solutions can scale to meet the needs of HPC systems
as they grow in size and complexity can be a major challenge.
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ChatGPT
What are some of the challenges of managing data on @
high performance computing platforms?

Data transfer and storage: Moving large amounts of data to and from HPC systems can be
time-consuming and costly. Additionally, storing data on HPC systems can be challenging due to
limited storage capacity and the need for high-speed access.

Data management: Managing and organizing large datasets on HPC systems can be difficult, as
traditional file systems may not be well-suited for the high-performance needs of HPC applications.
Data integrity and security: Ensuring the integrity and security of data on HPC systems can be
challenging, as these systems are often shared by multiple users and may be exposed to a higher risk
of data breaches.

Data visualization: Visualizing and analyzing large, complex datasets on HPC systems can be
difficult, as traditional visualization tools may not be able to handle the scale and complexity of the
data.

Scalability: Ensuring that data management solutions can scale to meet the needs of HPC systems
as they grow in size and complexity can be a major challenge.
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RDM-friendly architecture for HPC

Provides a flexible interface supporting browsing,
User Layer searching, depositing, and manipulating data objects in
the research data management system.

Stores only data. The storage layer has to be a cost-
effective, extendible mass storage system on which the
object management layer can be built.

Storage Layer

e
Compute
Ontario

Chall s of Research Data for High Performance C
Schembera, Bjorn ; Bonisch, Thomas
Research and Advanced Technology for Digital Libraries, 2017, p.140-151
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RDM-friendly architecture for HPC
Users
DATA DEPOSIT, deposit &
User Layer DISCOVERY & REUSE find data
- ’
Storage Layer DATA +/ Data stays put,
in appropriate
And have a means of accessing storage
e and analyzing data in situ
compour‘&:rio
163
What I've learned...
What | still have to learn...
Q)
compour‘&:rio
https://www.fyimusicnews.ca/articles/2021/09/19/metadata-solution-without-universal-protocol INDEX
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Questions & Discussion

2023-01-25

Jeff Moon
Director, Data Strategy & Services
moonj@computeontario.ca

INDEX
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Compute

Sources

Challenges of Research Data Management for High Performance
Computing Schembera, Bjorn ; Bonisch, Thomas; Research and
Advanced Technology for Digital Libraries, 2017, p.140-151

Like a rainbow in the dark: metadata annotation for HPC
applications in the age of dark data. Schembera. (2021). The
Journal of Supercomputing, 77(8), 8946—8966.
https://doi.org/10.1007/s11227-020-03602-6

Alliance storage and file management
https://docs.alliancecan.ca/wiki/Storage_and_file_management

Alliance Learning and Training Resources
https://alliancecan.ca/en/services/research-data-management/learning-and-

training/training-resources

Sharcnet Storage Structure and Policies
https://www.sharcnet.ca/my/systems/storage

SciNet Data Management
https://docs.scinet.utoronto.ca/index.php/Data_Management

Storage 2020: A Vision for the Future of HPC Storage
2017-10-20 https://escholarship.org/uc/item/744479dp

Metadata Standards:
Texas Tech: https://guides.library.ttu.edu/c.php?g=765394&p=5697025

Guide to writing "readme” style metadata | Research
Data Management Service Group - Cornell University
https://data.research.cornell.edu/content/readme

4 Tips for Metadata Management
George Parker, UBC: hiips://osf.io/gsfc6

Zhang, Qian. (2021). Data Management Plan
Template: Advanced Research Computing. Zenodo.
https://doi.org/10.5281/zenodo0.4573539

Other readings

UC San Diego Research Data Storage Explorer
https://researchdata.ucsd.edu/finder

DCC: https://www.dcc.ac.uk/quidance/standards/metadata
RDA: https://rdamsc.bath.ac.uk/

Ontario

Data-Intensive Workflow Management For Clouds and Data-
Intensive and Scalable Computing Environments
Daniel C. M. de Oliveira, Ji Liu, and Esther Pacitti, 2019, p. 7

Data Management in Machine Learning Systems
Matthias Boehm, Arun Kumar, and Jun Yang, 2019
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