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Overview
● Ranking accounts by “wait time pain”
● Heterogeneity of the general purpose system nodes
● Node partitioning and preferred job parameters
● Viewing a snapshot of a system’s partitions using partition-stats
● Viewing node resources within partitions using cluterstats
● Examining job parameters and their relation to the job’s partition
● Submitting jobs to specific partitions
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Single account job usage (allocation)
https://analytics.computecanada.ca/~jdesjard/cc_s2s_analytics_2020-04/rrg-mstrom_cpu/jobstack.html

https://analytics.computecanada.ca/~jdesjard/cc_s2s_analytics_2020-04/rrg-mstrom_cpu/insta_plot.html

https://analytics.computecanada.ca/~jdesjard/cc_s2s_analytics_2020-04/rrg-mstrom_cpu/jobstack.html
https://analytics.computecanada.ca/~jdesjard/cc_s2s_analytics_2020-04/rrg-mstrom_cpu/insta_plot.html
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Single account job usage (allocation) states

https://analytics.computecanada.ca/~jdesjard/cc_s2s_analytics_2020-04/rrg-mstrom_cpu/cumu_plot.html

https://analytics.computecanada.ca/~jdesjard/cc_s2s_analytics_2020-04/rrg-mstrom_cpu/cumu_plot.html
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Cluster accounts population summaries
https://analytics.computecanada.ca/~jdesjard/cc_s2s_analytics_2020-04/acct_pop_graham_def.html

https://analytics.computecanada.ca/~jdesjard/cc_s2s_analytics_2020-04/acct_pop_graham_def.html


Cluster node types and their quantities



Partitions
● Restrict jobs of specific 

shapes to node sets
● Full node jobs can run on 

most any node (bynode)
● Jobs 24 hours and shorter 

can run on most any node
● Longer run time jobs have 

access to fewer nodes
● Partial node jobs (bycore) 

have access to fewer nodes
● Backfill jobs can run on most 

any node
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Node assignment to partitions
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Partitions
● By node vs by core

○ By node jobs can 
perform better

○ By core jobs have more 
opportunity to run

● --time=3-00:00 --nodes=1
● --ntasks-per-node=32 
● --time=3-00:00 --ntasks=32 

Job triage to node via partition



View a snapshot of partition state on a cluster



View a snapshot of partition state with node information



View job submission parameters



View job usage metrics: case study



In summary:
● In a saturated system wait times are required to distribute usage according to 

a fair share principle.
● Some wait times however are extended by the scarcity of the requested 

resource combination
● Understanding the node types and quantities can help in designing job 

submissions for maximal resource access
● Understanding the distribution on nodes across partitions can further help 

increase access to nodes on the general purpose systems




