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GENERAL INTEREST SEMINAR

Deep learning (DL) is a class of machine learning algorithms in which multiple 

layers of nonlinear processing units are used for feature extraction and 

transformation, with each successive layer taking the output from the previous 

layer as input.

AI / Deep Learning
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Deep Neural Network (DNN)

http://cs231n.github.io/neural-networks-1/

Example of a 3-layer Deep Neural Network (DNN)

“A family of parametric, non-linear and hierarchical representation learning functions, 

which are massively optimized with stochastic gradient descent to encode domain knowledge, 

i.e. domain invariances, stationarity.” -- Efstratios Gavves
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Neural Network

Biological neuron

http://cs231n.github.io/neural-networks-1/

Mathematical model
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DL: Training / Inference

https://devblogs.nvidia.com/inference-next-step-gpu-accelerated-deep-learning/
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What can we do with AI?

http://www.cognub.com/index.php/cognitive-platform/



Landscape of Science problems

Deep learning at Scale in SC19 Tutorial
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DL use cases and growth trends
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Why now?

1) Data: large curated datasets 2)  GPUs: linear algebra accelerators

3) Algorithmic advances: optimizers, regularization, normalization … etc.

https://devblogs.nvidia.com/nvidia-ibm-cloud-support-imagenet-

large-scale-visual-recognition-challenge/
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DL frameworks
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• The most widely used framework open-sourced by Google

• Replaced Google’s DistBelief framework

• Runs on almost all architectures (CPU/GPU/TPU/etc)

• Define-and-Run type for neural networks

• Version 2.0 has Define-by-Run component(Eager execution)

• https://github.com/tensorflow/tensorflow

TensorFlow
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• Rapidly growing in research community for deep learning 

framework developed by Facebook

• A Python adaptation of Torch

• Caffe2 has been merged to PyTorch

• Define-by-Run type for neural networks

• Ease of expression and use

• https://github.com/pytorch/pytorch

PyTorch
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Pros Easy to use (Python support)

Intuitive

Dynamic graphs

Research community prefers

Large community

Heterogeneous architecture

TF 2.0: Eager execution(Define-by-Run)

Tensorboard (visualizing), Keras

Cons Small community

Less additional tools

Verbose

Static graphs

https://www.oreilly.com/content/complex-neural-networks-made-easy-by-chainer/
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DL frameworks trend

https://aiindex.org
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DL framework outline
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NVIDIA GPUs are the main driving 

force for faster training DL models

DL and HPC architectures

NVIDIA T4 Turing GPU on Graham

Streaming Multiprocessor

8 Tensor cores

40 SM in T4

8.1 Tflops FP32

65 Tflops FP16

https://top500.org
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GPU resources in Compute Canada

# of nodes GPU type Note

Graham 160 P100 Pascal --gres=gpu:1

7 V100 Volta CPU/GPU ≤ 3.5

--gres=gpu:v100:1

36 T4 Turing (DL target) CPU/GPU ≤ 3.5

--gres=gpu:t4:2

Cedar 146 P100 Pascal --gres=gpu:1

Beluga 172 V100 Volta CPU/GPU ≤ 3.5

--gres=gpu:v100:1

Niagara None

As of Feb, 2020
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Allows users to create virtual environments so that one can install Python modules easily

Many versions of same module are possible

Virtual environment
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Python packages for Tensorflow/PyTorch
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Demo: Running DL interactively

CIFAR-10 dataset
The dataset consists of 60000 32x32 colour images in 10 classes, with 6000 images per class. 

There are 50000 training images and 10000 test images.

CIFAR10 – https://www.cs.toronto.edu/~kriz/cifar.html
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SBATCH Scripts
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Tensorboard
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HOROVOD (Multi-GPU Multi-node)

Open source distributed DL framework for TensorFlow, PyTorch, Keras and etc.

Make distributed DL fast and easy to use

Ring-allreduce with only a few lines of modification 

Developed by Uber
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NCCL: NVIDIA Collective Communications Library
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HOROVOD : Installation

1. Modules
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HOROVOD : Installation

2. NCCL2
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HOROVOD : Installation

3. Install horovod
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HOROVOD : SBATCH



Thanks!


