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Using multiple GPUs for Machine Learning



GENERAL INTEREST SEMINAR

ü Guide a beginner user to run his/her codes using GPU on Graham system

ü Introduce how to setup a job submission script for different ML frameworks 

(TensorFlow, PyTorch)

ü Introduce several approaches in using multiple GPUs + multiple nodes 

ü Show how to use Tensorboard for PyTorch

Objectives
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Deep Neural Network

Input layer Output layer

Hidden layer 2Hidden layer 1



GENERAL INTEREST SEMINARClassification problem: MNIST

28

28

Handwritten data
60K train set and 10K test set
Each image has a size of 28x28 (=784) 
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Parallelism

Model parallelism

Use the same data for every 
process but split the model
among processes

Data parallelism

Use the same model for every 
process but feed it with split data
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• Rapidly growing in research community 
developed by Facebook

• A Python adaptation of Torch
• Caffe2 has been merged to PyTorch
• Define-by-Run type for neural networks
• Ease of expression and use
• https://github.com/pytorch/pytorch
• Version 1.7.1 is available in Graham

• The most widely used framework open-
sourced by Google

• Runs on almost all architectures 
(CPU/GPU/TPU/etc)

• Define-and-Run type for neural networks
• Version 2.0+ has Define-by-Run component 

(Eager execution)
• https://github.com/tensorflow/tensorflow
• Version 2.3.0 is available in Graham

https://github.com/pytorch/pytorch
https://github.com/tensorflow/tensorflow
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Pros Easy to use (Python support)
Intuitive

Dynamic graphs
Research community prefers

Large community
Heterogeneous architecture

TF 2.0: Eager execution(Define-by-Run)
Tensorboard (visualizing), Keras

Cons Small community
Less additional tools

Verbose
Static graphs

https://www.oreilly.com/content/complex-neural-networks-made-easy-by-chainer/
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GPU available in Graham

# of nodes # of GPU/node GPU type Note

Graham 320 2 P100 Pascal --gres=gpu:1

70 8 V100 Volta CPU/GPU ≤ 3.5
--gres=gpu:v100:1

144 4 T4 Turing 
(DL target)

CPU/GPU ≤ 3.5
--gres=gpu:t4:1

As of Feb, 2021
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Which GPUs?

https://www.microway.com/hpc-tech-tips/nvidia-turing-tesla-t4-
hpc-performance-benchmarks/tesla_comparison_t4-p100-v100/

P100 V100 T4

Availability Best Good Better

Double Pre. 5.3 TF 7.8 TF N/A

Single Pre. 10.6 TF 15.7 TF 8.1 TF

Tensor core N/A 620 320

Available GPUs in Graham
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Allows users to create virtual environments so that one can install Python modules easily
Many versions of same module are possible

Virtual environment
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Virtual env.
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Graham supports ‘wheels’ for Python package installation.

Wheels
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Virtual env. 
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Graham supports ‘wheels’ for Python package installation.

Wheels
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Virtual env.
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28

28

Handwritten data
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A little peek in the code
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Running interactively
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Running in scheduler (SLURM)
Single GPU in Single Node Multi-GPUs in Single Node

Note: CPU to GPU ratio recommended to have less than 3.5
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HOROVOD Distributed deep learning training framework

Installation

Environment
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TensorFlow + HOROVOD

HOROVOD

Multiple GPUs in Multi-nodes
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TensorFlow + HOROVOD
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PyTorch + DDP

Distributed Data Parallel (DDP)

Multiple GPUs in Multi-nodes
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PyTorch + DDP
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PyTorch + PyTorch Lighting

PyTorch Lightning

Multiple GPUs in Multi-nodes
Note: pytorch-lightning is currently not available in wheels.
Please install it manually by
‘pip install pytorch-lightning’ 
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PyTorch + PyTorch Lighting
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PyTorch + HOROVOD

Horovod

Multiple GPUs in Multi-nodes
Note: You need to install horovod in your virtual environment
‘pip install –no-index horovod’ 
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PyTorch + HOROVOD
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Tensorboard + PyTorch



GENERAL INTEREST SEMINAR

Test code
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How to use ?

http://localhost:6006

In Graham (Interactive or Slurm)

In your PC

In your PC
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Logs



Thanks!

Q & A

You can find all testing files in this seminar here:

https://sharcnet.ca/~isaac/GIS2020Feb10.tar.gz


